JUDGE V ROBOT? ARTIFICIAL INTELLIGENCE AND JUDICIAL DECISION-MAKING

TANIA SOURDIN*

As technology continues to change the way in which we work and function, there are predictions that many aspects of human activity will be replaced or supported by newer technologies. Whilst many human activities have changed over time as a result of human advances, more recent shifts in the context of technological change are likely to have a broader impact on some human functions that have previously been largely undisturbed. In this regard, technology is already changing the practice of law and may for example, reshape the process of judging by either replacing, supporting or supplementing the judicial role. Such changes may limit the extent to which humans are engaged in judging with an increasing emphasis on artificial intelligence to deal with smaller civil disputes and the more routine use of related technologies in more complex disputes.

1 INTRODUCTION

The role of a judge is a complex one. It can incorporate activism, complex interactions with people, dispute settlement, case management, public and specific education activities, social commentary as well as adjudicatory functions that might be conducted with other judges or less commonly in some jurisdictions with lay people (juries).1 The extent to which judges are engaged in each activity varies across jurisdictions and between judges. Some judges may be more ‘responsive’ than others, and others may show more emotion and compassion or be oriented towards therapeutic justice – interventions focussed on procedural justice that emphasise ‘voice’ and respect.2 Given this variation, it is difficult to determine how developments in artificial intelligence (‘AI’) may
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reshape the judicial role. However, the writer contends that developments may change the interactive nature of the role, varying the adjudicative function with the potential to remove judges from an adjudicative function altogether. Whilst developments in ‘Judge AI’ or ‘Judicial AI’ are in their infancy, there are indicators that it will become more relevant and there are already developments, although somewhat unpopular, to introduce Judge AI in relation to some categories of dispute.3

In terms of these developments and those in relation to AI, what will judging involve in the next 10, 20 or 30 years? More specifically, are there aspects of the judicial function that will ensure that judging remains a human activity at least in relation to some categories of dispute? Each of these questions can be informed to some extent by examining recent changes in the context of how lawyers, courts and others are currently using technology. What is abundantly clear is that the roles of those involved in justice and judging is rapidly changing and newer, more disruptive technologies have already reshaped some aspects of the justice system. Whilst the use of technology by lawyers may not immediately result in a transformation of the judicial role, it will no doubt change how some functions are exercised. For example, the shift to increasing use of AI in the form of predictive coding,4 predictive analytics5 and machine learning6 suggests that law firm use of AI is already changing how material is presented to judges and how client risk is assessed.

These developments have not taken place without some controversy. In the United States (‘USA’), it was recently noted that predictive coding was already being used to determine whether recidivism was more likely in criminal matters and to assist in making decisions about sentencing.7 Importantly, many of these current developments may have an impact on judges by removing some task related functions but are unlikely to entirely reshape the judicial function or role. The writer suggests however, that recent developments in AI are likely to have a more profound impact on judges and judging into the future, and this requires us to consider the role of the judge within modern society as well as the significant issues linked to privacy, policy, intellectual property and societal and individual
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need that are raised by both AI and Judge AI more specifically. This article explores the nature of these developments in the context of the adjudicative role of judges and considers issues that arise when considering Judge AI and which include whether a framework exists that could enable developments to take place and if so, what particular issues arise that relate to legal authority, translating law into code, the use of discretion and understanding of syntax and semantics.

In this regard, ‘AI’ in this article refers to a field of science, engineering and technology which focuses on the creation of intelligent machines and is an umbrella term which encompasses many branches of science and technology and will often involve the creation of complex algorithms to enable outcomes to be determined. AI can include machine learning, natural language processing, expert systems, vision, speech, planning and robotics. Schatsky, Muraskin and Gurumurthy offer a practical definition of AI, stating that it is ‘the theory and development of computer systems able to perform tasks that normally require human intelligence’. AI is an evolving concept and over time, technological advances mean that computer programs and systems become more capable of performing tasks and functions. As machines become more capable, routine tasks and functions once considered integral to AI are removed from the definition and no longer perceived to be a novelty, allowing the field to concentrate on the essential, complex functions of intelligence. Importantly, at present, most AI innovation is being led by corporate research and development processes and developments in this sector may have little regard to societal good or the deeper implications of AI innovation, particularly in the justice sector. Judge AI used in this context is more specifically focussed on judicial tasks – particularly adjudication. Furthermore, as noted above, the increasing use of AI to perform complex functions may include developments in affective processing that could emerge in the near future.

As noted, there are already some examples of AI informing human decision-making in the justice sector. In the USA and other jurisdictions, AI is already changing judicial decision-making and, in the legal sector, there are predictive analytics developments that enable predictions to be made regarding the outcome of litigation. The impacts of these technologies are currently emerging in some
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civil disputes and are forecast to have more significant future impacts and are particularly relevant in the criminal jurisdiction. Judge AI or, more specifically, the impact that AI may have on judging is already raising concerns amongst some senior judicial commentators. In a recent interview, Chief Justice John G Roberts Jr (USA) was asked ‘can you foresee a day, when smart machines, driven with artificial intelligences, will assist with courtroom fact-finding or, more controversially even, judicial decision-making?’ The Chief Justice responded ‘[i]t’s a day that’s here, and it’s putting a significant strain on how the judiciary goes about doing things’.

II THREE LEVELS OF TECHNOLOGICAL CHANGE

As I have noted in previous work, there are three main ways in which technology is already reshaping the justice system. First, and at the most basic level, technology is assisting to inform, support and advise people involved in the justice system (supportive technology). Second, technology can replace functions and activities that were previously carried out by humans (replacement technologies). Finally, at a third level, technology can change the way that judges work and provide for very different forms of justice (disruptive technology), particularly where processes change significantly and predictive analytics may reshape the adjudicative role. It is at these second and third levels that issues emerge in terms of the impact of technology on the role and function of a judge insofar as the adjudicative function is concerned.

At present, using the taxonomy above, most justice reform that is supported by technology has focussed on the first and second level of technological innovation that may or may not use very simplified forms of AI. For example, more recent technological developments supplement and support the operation of many court-based processes. As a result of this first level of supportive innovation, many people now locate justice services online and obtain information about justice processes, options and alternatives (including legal alternatives) through web-based information systems. People also increasingly locate and obtain legal support and services online, and the growth in online legal...
firms who may provide ‘unbundled’ legal services has been significant over the past three years.19

Some web-based information (including digital video), videoconferencing (including internet-based group video calls),20 teleconferencing and email can supplement, support and replace many face-to-face in-court approaches and could be defined as a second level ‘replacement’ technological approach. At this second level, justice is supported by technology and in some circumstances this can alter the environment in which court hearings take place.21 For example, online court processes are increasingly used for some types of disputes and in relation to criminal justice matters (particularly bail applications).22

Other technologies may merge into the ‘third level’ and support negotiation as well as judicial processes by enabling people to access more sophisticated online ‘advice’ that is supported by AI, or to consider options and alternatives or engage in different ways. Newer developments in legal expert systems that are focussed on predictive analytics support these shifts.23 In contrast to traditional rational decision-making approaches, some of these more sophisticated technological programs are designed to encourage the development and refinement of a number of options (rather than producing one outcome).24 These areas of technological innovation, at the ‘third level’, have the capacity to be more disruptive than previous innovations that supported a ‘graft and grow’ approach and assumed that judging processes would not change in the context of their basic procedural stages.25

In this context, there are some opportunities for AI processes to support judges and potentially supplant them. Initially, however, the impacts are likely to be confined to lower level decision-making. Such advances are not without controversy. For example, in New Zealand, Alistair Knott of the University of Otago’s AI and Law project has raised concerns about the use of a computer-based prediction model to handle claims and profile claimants under the country’s state accident compensation scheme (Accident Compensation
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Corporation (‘ACC’)).26 In Mexico, simpler administrative decision-making is already being supported by AI. For example, the Mexican Expertius system is currently advising judges and clerks ‘upon the determination of whether the plaintiff is or is not eligible for granting him/her a pension’.27 There are, however, important issues about whether such processes will be supported in the context of judicial decision-making and as Harvey has noted, ‘what is at stake [in developing Judge AI] is continued confidence in and adherence to the rule of law’.28

Although AI processes have emerged over the past 50 years,29 until the last decade they have been mainly directed at processes outside the justice sector. More recently, within the justice area they have been directed at technical as well as legal analysis. AI programs are likely to initially focus on tasks or part of the analytical function undertaken by judges and it is clear that the AI already utilised in document discovery has the potential to transform some judicial work. Current document discovery programs utilise predictive coding to read and analyse millions of pages of discovered documents and are able to select relevant material in a fraction of the time that human labour would require.30 Such programs could also be used to search through legal documentation in civil disputes, and commentators have predicted that the use of intelligent machines will increase in the legal sector – being used for the generation of legal documents and the prediction of legal outcomes (predictive analytics).31 There are many advantages in that such AI programs are more time and cost efficient than humans and can work without stopping for sleep or breaks.32 As noted above, outside of the legal profession, automated computer systems have also become prolific within government administration. These automated systems can process transactions, progress applications and make decisions without human input.33

III THE IMPACT OF ONLINE COURTS AND ONLINE DISPUTE RESOLUTION

There are other pressures relating to technology that are causing a rethink of the judicial role and are linked to the creation of new court environments. In this
regard, there has been a growing focus on online courts and what they may provide. These pressures are partly a response to growing evidence of unmet legal aid, concerns about access to justice more generally and the growth in large scale online dispute resolution systems which are already being used to support some court and tribunal systems. Such changes are arguably leading to the ‘democratisation of justice’ and although they are not oriented towards Judicial AI, they may support the development of Judge AI by essentially building a framework which enables Judge AI to be used. At present, few of these proposals engage with Judge AI and are ordinarily focussed on increasing online activity. For example, proposals for the creation of an online court have gained traction in recent years. These developments essentially involve replacing a physical court and litigation process with an online alternative that encourages the resolution of a dispute but retains the stature and powers of a physical court of law.

The UK Civil Justice Council recommended the introduction of Her Majesty’s Online Court for civil disputes under the value of £25 000. It was intended that the Court would operate with a tiered system: the first tier would allow disputants to evaluate their problems through inputting information into an online system which would categorise their issues, provide information about their rights and entitlements, and suggest options available to resolve the dispute. This tier encourages parties to resolve the dispute on their own on the basis of the information provided by the system. The second tier involves online facilitators reviewing information and documents provided by the disputants and assisting with the resolution of the matter by mediating, advising, or encouraging negotiations. This tier is reminiscent of court-connected alternative dispute resolution (‘ADR’). The third and final tier was to involve online adjudication by the judges of the court based on electronic submissions, online pleadings and arguments, and telephone conference facilities. This determination could be binding and enforceable, with the same force as a decision made in a physical courtroom. Lord Justice Briggs suggested a similar model be introduced. This proposal also called for the possibility of face-to-face hearings in the third tier as an absolute last resort, and included details about how the Online Court would allow litigants to appeal a decision into the mainstream court system. Lord Justice Briggs noted that the court would need its judges to adopt a less
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adversarial and more investigative approach. In England and Wales, the plans to introduce Judge AI in relation to some categories of dispute were dropped in 2017 (less controversial but significant measures associated with the introduction of online dispute resolution referred to above are proceeding).

Chief Justice Warren of the Supreme Court of Victoria has suggested another model where technology is supportive: the distributed courtroom. A physical courtroom remains central in this model, but the participants are replaced by life-size screens or holographic projections to enable judges, lawyers, jury members and parties to appear in court from any location of convenience. This model is facilitated through online videoconferencing technology, such as Skype, but still preserves the option of a physical space for the court, and the option of physically attending court. Should such courts be effectively implemented, the foundations for a move to an AI judge would be already in place. An AI judge at the centre of an online court program would allow litigants to provide the system with information remotely, and have a decision dispensed from within the program itself.

Similarly, developments in Online Dispute Resolution (‘ODR’), a form of ADR where parties use the internet and technology to help resolve their dispute cheaply and efficiently, might also support and enable the development of AI by creating the machinery or platform within which it could eventually flourish. In ODR, disputants are not required to meet in person, as the ODR process can happen remotely through an internet connection. AI decision-making is already being used within the field of ODR. These systems are labelled expert systems, which are programmed by experts in the field and possess rule-based algorithms to assist the program to make decisions based on information received from the parties. Legg explains that these processes ‘collect facts from users through interview-style questions and produce answers based on a decision-tree analysis’.

In the Netherlands, an advanced ADR program called Rechtwijzer incorporates ODR components that could be used to assist couples in the separation or divorce process. Rechtwijzer asks questions about the parties and their relationship, and provides options based on this input information. The program also ‘provides information, tools, links to other websites and personal
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advice’ which encourages the parties to resolve their dispute between themselves.\(^{50}\) If resolution is not reached, the final step involves Rechtwijzer providing the parties with information and contact details of professional third parties such as mediators, legal representatives, and other dispute resolution processes.\(^{51}\) Evaluations of Rechtwijzer found participants were satisfied with their experiences,\(^{52}\) but a majority still felt the need to have a third party check over the agreement made through the system.\(^{53}\) Whilst Rechtwijzer will largely be replaced by a new system and online arrangements into the future, its creators have noted that the primary obstacle in terms of the success of such ODR arrangements relate to the incapacity of courts, lawyers and government to fully embrace these types of innovations.\(^{54}\)

These developments in ADR also suggest that the further introduction of AI systems into legal practice is likely. If these techniques can be used effectively within the field of ADR, then it follows that the introduction of AI programs into the court system is also feasible. Designers and implementers may draw on the experiences of these ADR programs to help perfect any AI judge programs, or alternatively AIs more specifically designed to assist judicial officers and learn from failures and successes in relation to such arrangements.

IV THE REPLACEMENT OF JUDGES?

As noted above, newer technologies can assist people to resolve disputes at an earlier time or refine the issues that need to be presented to judges. For example, technology can assist people to develop options and use AI to develop alternatives, and can be used to run evaluative, advisory and determinative processes. In this regard, some disruptive technologies are linked to Artificial Legal Intelligence (‘ALI’) which can be viewed as a system that has the capacity to render expert legal advice or decision-making.\(^ {55}\)

The impact of AI on the justice system is significant as it has the capacity to be blended with existing adjudicatory or non-adjudicatory processes, and there have been questions raised about whether these processes will have an impact on the role of lawyers and judges as technology replaces some human decision-making and analysis processes.\(^ {56}\) It seems well accepted that the impact outside
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the justice sector is likely to be significant and there are numerous predictions that AI together with other advances will mean that many current employment arrangements will no longer exist in 20 years with many current tasks being replaced by AI supported processes.\(^{57}\) However, there has so far been little discussion about more senior legal sector roles and whether these developments (and the creation of Judge AI) will mean that judicial work will change with some judges being completely replaced by newer technologies.

Clearly some aspects of judicial work will be conducted by technological processes into the future, particularly where AI systems can be built. In this regard, legal information and AI systems can already use sophisticated ‘branching’ and data searching technology to create elaborate decision trees that can suggest outcomes to disputes.\(^{58}\) In addition, more evolved AI supports systems which do not just emulate human intelligence but create additional and different intelligent systems – neural networks.\(^{59}\) Essentially, what takes place is that the system asks a number of questions or uses existing data about users and poses questions about the dispute to enable an accurate description of the dispute to be built. The computer then forms a conclusion by applying the law to the dispute description. It does this by applying rules for specific sets of facts. Finally, the computer can perform tasks based on the description given.\(^{60}\) This process may enable indicative decisions or even final decisions to be expressed. Such systems can be continuously updated and reflective in that machine learning enables systems to improve and be constantly revised with new data sets.

However, does this mean that judges will be replaced by technology? Arguably not, or at least not initially. This is partly because there are so many factors that impact on judicial decision-making. The Australian Law Reform Commission has noted that such factors include induction and intuition, as well as the capacity to assess the social impact of decisions.\(^{61}\) However, if technologies can support decision-making (by, for example, enabling more accurate potential outcome identification by participants) they may play an increasing role in some forms of dispute (particularly in the family area)\(^{62}\) and can support judicial processes and the making of decisions (by, for example,  
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producing a draft or template decision that can then be considered by a human judge).

These types of technology have already been trialled and have, so far, been the subject of limited extension because of connectivity, cultural, technological storage and access issues. Many of these issues are, however, declining in importance as humans become more technologically connected, and better able to store data. The increasing role that such processes will play may result in the possible diversion of more court-related disputes to ADR and may also result in the replacement of more simple court decision-making processes by removing humans altogether (who may play an appellate or review function only). In this regard, the ability for AI decisions to be appealed or reviewed by human decision-makers is often cited as a necessary component of any automated decision-making system.

Such changes raise issues about the role of courts and judges in the future as well as raising challenging issues about how data is managed, categorised, and where and how executive and judicial functions are carried out and separated. In addition, as has been the case in the USA, there are issues about intellectual property (‘IP’) and who may have control and input into outsourced Judge AI and how transparent algorithms are (see later discussion).

In addition, judges do much more than adjudicate or reach an outcome in relation to a dispute. They play a key role in case management and in the settlement of civil disputes. Judicial commentary informs how society can operate and many judges also play a role in an educative sense, both informing litigants and lawyers about approaches to be taken and also contributing to civic education at a broader level. Proponents of the view that judges can be replaced by AI are arguably missing the point in relation to what judges contribute to society which extends beyond adjudication and includes important and often unexamined issues relating to compliance and acceptance of the rule of law.

V AN AI JUDGE?

In terms of more simple adjudicatory functions it is clear that the task of performing many judicial functions requires human intelligence, and computer programs have yet to be developed to replace these functions or to interact with people with compassion, emotion or agile responsiveness. However, could advances in technology one day replace human judges in the courtroom with an
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AI programmed to preside over hearings and dispense more complex judgments and in what way might more affective technologies assist or support this work?

Harvey gives a simplified description of the process an AI judge would be required to take, using the example of algorithms already present in legal databases. These databases employ natural language processing to assist with the sourcing of relevant material based on search terms. An AI judge would be required to go further than these databases, by reducing returned sources to a manageable and relevant sample and then deploying tools to compare these sources of law to a present case and engaging in analysis to make a determination of the outcome. Harvey explains that this final step requires ‘the development of the necessary algorithms that could undertake the comparative and predictive analysis, together with a form of probability analysis to generate an outcome that would be useful and informative’. However, human judge decision-making is largely retained in Harvey’s model.

Experiments have been conducted using AI computer programs to predict the outcomes of cases based on textual information (predictive analysis). Aletras and colleagues developed a program that textually analysed decisions relating to breaches of human rights in the European Court of Human Rights to discover patterns in judgments. The program learnt these patterns, and was able to predict the outcome of cases presented to it in textual form with 79 per cent accuracy on average. This is an example of machine learning, where the computer system was able to ‘analyse past data to develop rules that are generalisable going forward’. As noted, machine learning allows computer programs to learn complex tasks through experience, rather than through hand-crafted computer functions. Surden notes that machine learning may run into some limitations in the development of effective AIs that can predict legal outcomes. Machine learning techniques are only useful where analysed information is similar to new information presented to the AI. Should an AI program be presented with a novel case where no similar precedent exists, it may not be well-suited in making a prediction or coming to an outcome. These issues may also arise where the sample size of previous cases is not large enough for the computer program to discover patterns and create effective generalisations.

However, as AI researchers have had a number of clear successes outside of the legal field, these successes suggest that predictive analysis even where there
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are significant variations in terms of novelty can be ‘learned’. Recently, Google’s DeepMind researchers successfully trained an AI program, AlphaGo, to play the complex game of Go at a higher level than the European master of the game by training the neural networks of the program ‘directly from gameplay purely through general-purpose supervised and reinforcement learning methods’. 76

There are also many examples in the medical field with AI now increasingly being used for diagnostic purposes and in relation to some human functions. 77 While the law is more complex than any game, these successes suggest that Judge AI is able to learn how to apply the law by reading legislation and case law, and that applying these principles to factual circumstances is feasible. Given the developments in non-law areas and the rapid expansion of AI (and investment in this field), it seems likely that the development of more sophisticated Judge AI is probable within the next decade. More sophisticated Judge AI emerges as a more viable option as machine learning merges with more sophisticated predictive analytical processes. 78

VI  ISSUES THAT ARISE WITH THE DEVELOPMENT OF AN AI JUDGE

Apart from the issues that are relevant in terms of the overall function of judges in our society, there are some specific factors that are especially relevant in the context of the development of AI and the adjudicative function of judges. Overall these factors suggest that AI can replace some adjudicative functions, however, the issues that emerge are whether this is appropriate and under what circumstances human judges should retain most adjudicative functions.

A  Legal Authority

One initial issue is whether a computer program or automated process possess the legal authority to make decisions in place of a human judge. In the context of an automated system delivering administrative decisions, Justice Perry raises questions such as who makes the decision, and who possesses the legal authority to make such a decision. 79 Is it the computer programmer, the policymaker, the human decision-maker or the computer or automated system itself?

Legislators have removed some of the complexities of this issue. For example, a decision made under the Therapeutic Goods Act by a computer
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program is deemed to have been made by the Secretary.\textsuperscript{80} How such a deeming provision would fare in court litigation remains uncertain.

Justice Kirby, writing in 1999, noted that the need for the public and open nature of adjudication may present difficulties with the adoption of electronic courts:

\begin{quote}
The right to see a judicial decision-maker struggling conscientiously, in public, with the detail of a case is a feature of the court system which cannot be abandoned, at least without risk to the acceptance by the people of courts as part of their form of governance.\textsuperscript{81}
\end{quote}

Without a public, open forum for the administration of the state’s judicial powers, would the exercise of these powers be accepted by the populace? Chief Justice Warren argues that they would: few people attend court hearings in person, and information and news is sourced more and more from online media including social media.\textsuperscript{82} Furthermore, an online court system featuring AI adjudication programs would not be considered out of place in an increasingly connected and online society.

\section*{B Translating Law into Code}

Commentators have raised the issue of how to accurately translate the law into codes, commands and functions that a computer program can understand.\textsuperscript{83} Legal language is nuanced and often requires contextual understandings (see discussion below). Computer programmers and IT professionals rarely have legal qualifications or experience, nor are they policy or administrative experts. However, it is these professionals who are tasked with translating legislation and case law into computer codes and commands to allow an autonomous process to make decisions. These sources of law – whilst complex on their own – also operate within the context of statutory presumptions and discretionary judgments. Ensuring these intricacies are properly coded into an autonomous process is challenging. Because of these challenges, commentators note that more regulatory areas of the law may be better suited to being transformed into computer code.\textsuperscript{84}

Similarly, these codes will need to be constantly updated due to frequent amendments, new case decisions, and complex transitional provisions.\textsuperscript{85} Autonomous systems will also require the capacity to apply the law from various points in time, to ensure that cases are decided on the laws that applied at the relevant time the actions occurred. These challenges can potentially be met by

\begin{flushright}
\textsuperscript{80} Therapeutic Goods Act 1989 (Cth) s 7C(2).
\textsuperscript{81} Justice Michael Kirby, ‘The Future of Courts: Do They Have One?’ (1999) 8 Journal of Judicial Administration 185, 188.
\textsuperscript{82} Warren, above n 46, 233.
\textsuperscript{83} Perry, ‘Administrative Decision-Making in the Digital World’, above n 33, 32.
\end{flushright}
including lawyers and policymakers in the creation and updating of these computer programs.86

C Discretionary Judgments

Many judgments within the legal system involve an element of discretion. Computer programs operate based on logic, where input information is processed via programmed algorithms to arrive at a predetermined outcome.87 Such rigidity is arguably incompatible with discretionary decisions. Discretionary decisions may need to take into account community values, the subjective features of parties, and any other surrounding circumstances that may be relevant.

Justice Perry suggests that legislators and administrators will replace discretionary principles with more black-and-white provisions in the pursuit of greater efficiency through increased automated decision-making.88 These amendments would simplify the law and make it more determinative to enable computers to better process the law.89 Such amendments may result in unfair or arbitrary decisions due to the lack of individualised justice and discretion, and a lack of nuance in the law.

At the same time, there are issues with current forms of judging and bias. As I have noted previously, judging can be influenced by a range of factors that arguably would not be present where AI is involved (although as noted above, AI processes can also result in outcomes that are influenced by bias). As those in the access to justice movement have noted, the outcome of court adjudication can clearly be influenced by many factors, including the quality of representation, the resources available to the litigant and the quality of the decision-making and surrounding rights based framework.91 In addition, adjudicative decision-making can be influenced by a range of factors that can influence substantive justice.92 These include a range of impacts on the decision-maker that include:

- when and what a person has eaten,93
- the time of day,94
- how many other decisions a person has made that day (decision fatigue).95
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personal values;\(^{96}\) unconscious assumptions;\(^{97}\) reliance on intuition;\(^{98}\) the attractiveness of the individuals involved;\(^{99}\) emotion.\(^{100}\)

The extent to which these factors influence judges is unknown, but it is likely that even if a judge becomes aware of these factors, they are likely to underestimate their impact.\(^{101}\) This is partly because we are more likely to exaggerate information about our own personal qualities that we perceive as positive and less likely to accept information that raises any questions about our positive characteristics.\(^{102}\)

Issues about technology and bias are also present and there are concerns that replacing humans with AI will not necessarily result in a reduction in bias where discretion is relevant. Some forms of AI that are currently in use have already demonstrated that there can be significant risks in using AI in terms of bias and that programmers and others can replicate bias without intending to do so. These issues have suggested that algorithms can produce unwanted results and promote racism and inaccurate outcomes.\(^{103}\) In addition, using Judge AI has the potential to reduce the capacity of the justice process to deal with people within courts with dignity and then respond in a human way (which may incorporate emotion and compassion). Developments in affective technology\(^{104}\) suggest that it is feasible that technologies will be developed that are able to recognise and


\(^{99}\) Maria Agthe, Matthias Spörrle and Jon K Maner, ‘Does Being Attractive Always Help? Positive and Negative Effects of Attractiveness on Social Decision Making’ (2011) 37 Personality and Social Psychology Bulletin 1042. The researchers in this area suggest that there may be a bias away from attractive same-sex individuals and a bias towards attractive other sex individuals.


\(^{102}\) For an interesting discussion of this phenomenon, see David Brooks, The Social Animal: The Hidden Sources of Love, Character, and Achievement (Random House, 2011) 220.


respond appropriately to human emotion and potentially do so more accurately than humans.

D Syntax and Semantics

Along similar lines, the use of AI in law may be confronted by the philosophical distinction between syntax and semantics. Searle famously noted that computer programs possess syntax (a formal structure of operation), but do not possess semantics (meaning behind these operations). 105 Digital technology processes information in the form of abstract symbols, namely ones and zeros. The technology possesses the ability to process and manipulate these symbols, but it does not understand the meaning behind these processes. In other words, the machine does not understand the information that it is processing. This can be contrasted with the human mind, which can understand the information that it processes.

This issue means that computer programs will be able to simulate human ways of thinking, but it will be some time before they can truly duplicate human ways of thinking. 106 Arguably however, as the information that is required for human decision-making becomes more complex (that is, involves a number of complex data sources), 107 humans will have no option but to rely on forms of AI when making decisions.

VII TECHNOLOGY SUPPORTING JUDGES

As noted above, whilst AI has the potential to replace current human judicial functions in terms of some aspects of adjudicative work, technological advances are more likely to support human judges in their judicial work. In this regard, a number of commentators have noted that the goal of the development of AI systems should be to complement current human work, allowing for greater efficiencies, rather than total replacement of humans. 108 At times, these developments suggest that ‘co-bots’ rather than robots will play a more important role in Judge AI.

AI programs that can produce a decision based on information input could be used to assist human judges, rather than replace them. These systems could produce a draft judgment based on the system’s determined outcome. 109 A human judge could then use this draft judgment to produce their own reasons, allowing for human oversight over the computer program, and enabling discretionary or

106 Ibid 673.
107 The information that may be considered by a judge has expanded in recent years. See, eg, Jason Tashea, ‘New York Considers “Textalyzer” Bill to Allow Police to See if Drivers Were Texting Behind the Wheel’, ABA Journal (online), October 2016 <http://www.abajournal.com/magazine/article/newyork_distracted_driving_textalyzer_bill/>.
109 Sourdin, ‘Justice and Technological Innovation’, above n 17, 102. See also Ashley, above n 6.
social considerations to be made that may be beyond the capacity of the computer program.

A further technological advancement that may assist judges in their work is transhumanism. Although sounding like a concept out of the pages of science fiction, the philosophy and science of transhumanism is aimed at ‘fundamentally improving the human condition through applied reason, especially by developing and making widely available technologies to eliminate aging and to greatly enhance human intellectual, physical, and psychological capacities’. Advances in this may allow the judges of the future to integrate computer circuits and programs into their bodies, or modify their physical or genetic makeup, to increase their intelligence and memory, increase their ability to manage and process information, and reduce the occurrence of fatigue.

VIII CONCLUSIONS

Perhaps the larger question is not ‘if’ technologies will reshape the judicial function but ‘when’ and to what extent. In this regard, disruptive technology is already reshaping the business of litigation. There are also significant changes in the way that courts are working. Technology is already being used by tribunal and court systems to provide support, intake and advisory processes.
that are intended to assist disputants to negotiate more effectively without having court staff or other practitioners involved. In the near future, many courts will continue to build and extend online platforms and systems that support filing, referral and other activities.\textsuperscript{115} These changes create a framework in which Judge AI can be fostered.

Policy approaches that increasingly result in the transfer of lower value matters or categories of disputes (such as insurance disputes) to tribunals and commissions suggest that judicial work is likely to continue to change over the next 20 years, and it is probable that AI is initially likely to play a more prominent role in tribunals and other decision-making contexts before being used in courts. However, these changes mean that the impact in respect of Judge AI is more likely to be significant, at least initially, in relation to smaller civil claims as AI support systems that are focussed more on predictive analytics spread throughout the administrative decision-making arena and are aided by online court platforms.\textsuperscript{116} If Judge AI (or perhaps ‘Adjudication AI’) is to be restricted initially to smaller claims, there are questions about where it might stop and how larger, more complex disputes will be dealt with and the extent to which judicial oversight will be maintained. In this regard, in non-legal domains, it seems that humans appear to be relatively comfortable with the replacement of some human functions by AI and robots. In some domains, there are clear advantages to using AI which can be more accurate, faster and cheaper than using humans. Will the same approach be adopted in respect of Judge AI? It seems likely that it will,

\textsuperscript{114} In Northern Ireland, the Northern Ireland Courts and Tribunal Service now offers an online process in respect of small claims. A specialised Civil Processing Centre operates according to time-based and other rules to make orders, although final adjudication remains a face-to-face option: see Business Development Group, ‘Small Claims Online: A Users Guide’ (Northern Ireland Courts and Tribunals Service, May 2011) <https://www.justice-ni.gov.uk/sites/default/files/publications/justice/Small%20Claims%20Online%20User%20Guide.pdf>.


\textsuperscript{116} Significantly, the UK Civil Justice Council (‘CJC’) report on ‘Online Dispute Resolution for Low Value Civil Claims’ recommends building a new dedicated internet-based court service for civil disputes with a value of less than £25 000: see Online Dispute Resolution Advisory Group, above n 37, 3. The report distinguishes between two approaches for incorporating ODR into the justice system:

The first involves the application of technology to improve what is already in place today. In this way, IT is grafted onto existing working practices and so replaces or perhaps enhances current systems … The second use of IT in the courts is to enable the delivery of services in entirely new ways. When this is the aim, it encourages new and imaginative thinking and urges reformers to start afresh, with a blank sheet of paper.

The CJC essentially recommends considering more disruptive technologies in the second approach, stating, at 4, that:

\textbf{We propose new ways in which justice can be administered through the use of ODR techniques. This is therefore in contrast with many projects that are currently in progress in the civil justice system – those that fall into our first category and are seeking to systematize the traditional operation of the courts.}
particularly if decisions are made on a cost and time basis (rather than considering the broader benefits that human judges may bring to the justice system).

Any shift towards Judge AI clearly raises many issues which have so far been the subject of limited commentary.\textsuperscript{117} Some initial issues relate to the exercise of discretion and to what extent judges should – not could – be replaced by AI.\textsuperscript{118} It is also important to understand that judges do far more than make decisions. They manage cases, provide a responsive and human framework, settle cases, manage court systems and processes as well as playing an important public and educative function. Drawing the boundaries of acceptable Judge AI requires consideration of ethical questions,\textsuperscript{119} as well as questions about who produces algorithms and Judge AI and the extent to which discretion and oversight will be maintained within the judiciary.

In addition, it may be unhelpful to maintain that Judge AI will only ever stand apart in some way from judges. As noted above, many technology futurists suggest that it is likely that humans will not necessarily be replaced by AI. Instead, human intelligence is likely to be supplemented by technological advances. This approach suggests that judges may remain human but be ‘supplemented’; that is, have their intelligence and analytical functions supported by AI. These enhancement approaches raise issues about judicial appointment, workload and retention and broader questions about how judges contribute to society, as well as the importance of responsive judging and a need to better understand and explore the impact that people experience when a human judge deals with their concerns.

\textsuperscript{117} See some recent discussion in Richard Susskind, Submission No AIC0194 to the House of Lords Select Committee on Artificial Intelligence, \textit{Artificial Intelligence – Challenges for Policymakers}, 6 September 2017 <http://data.parliament.uk/writtenevidence/committeeevidence.svc/evidencedocument/artificial-intelligence-committee/artificial-intelligence/written/69715.html>.

\textsuperscript{118} See Justice Melissa Perry, ‘iDecide: The Legal Implications of Automated Decision-Making’ (Speech delivered at the Cambridge Centre for Public Law Conference: Process and Substance in Public Law, University of Cambridge, 15–17 September 2014).